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According to theories of visual search, observers generate a visual representation of the search target (the
“attentional template”) that guides spatial attention toward target-like visual input. In real-world vision, how-
ever, objects produce vastly different visual input depending on their location: your car produces a retinal
image that is 10 times smaller when it is parked 50 compared to 5 m away. Across four experiments, we
investigated whether the attentional template incorporates viewing distancewhen observers search for famil-
iar object categories. On each trial, participants were precued to search for a car or person in the near or far
plane of an outdoor scene. In “search trials,” the scene reappeared and participants had to indicate whether
the search target was present or absent. In intermixed “catch-trials,” two silhouettes were briefly presented on
either side of fixation (matching the shape and/or predicted size of the search target), one of which was fol-
lowed by a probe-stimulus. We found that participants were more accurate at reporting the location
(Experiments 1 and 2) and orientation (Experiment 3) of probe stimuli when they were presented at the loca-
tion of size-matching silhouettes. Thus, attentional templates incorporate the predicted size of an object
based on the current viewing distance. This was only the case, however, when silhouettes also matched
the shape of the search target (Experiment 2). We conclude that attentional templates for finding objects
in scenes are shaped by a combination of category-specific attributes (shape) and context-dependent expec-
tations about the likely appearance (size) of these objects at the current viewing location.

Public Significance Statement
When searching for an object in our surroundings, traditional theories of visual search posit that we gen-
erate a mental picture of the object we are looking for (the “attentional template”). Depending on where
we look (e.g., further away), however, an object will produce a vastly different (i.e., smaller) image on
the retina. Here we show that observers flexibly adjust their attentional template, based on their current
search location, effectively accounting for viewing distance by searching for a smaller version of the
object when searching further away. These findings reconcile traditional theories of visual search
with the challenges imposed by naturalistic vision.
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Every moment in time our retinae collect unfathomable amounts of
information from the world around us. Because the vast majority of
this visual input is irrelevant to our current behavioral goals, our visual
system is equipped with means to favor behaviorally relevant visual
input over irrelevant visual input. One such means lies at the heart
of most leading theories of visual search: these theories posit that
observers generate a visual representation of the object they are look-
ing for (a so-called attentional template), thus optimally preparing the
visual processing stream to favor visual input that resembles the tem-
plate (such as the target object), at the expense of visual input that does
not (Desimone & Duncan, 1995; Duncan & Humphreys, 1989;
Eimer, 2014; Kastner & Ungerleider, 2001; Wolfe, 1994; Wolfe &
Horowitz, 2004; for reviews, see Battistoni et al., 2017; Beck &
Kastner, 2009). Evidence for template-based visual search mostly
comes from lab-based studies using impoverished visual displays,
which stand in stark contrast with the complexity of naturalistic visual
environments. Therefore, it remains a matter of debate to what extent
well-established mechanisms of visual search generalize to real-world
vision (Peelen & Kastner, 2014; Wolfe, 2021; Wolfe & Horowitz,
2004; Wolfe, Võ, et al., 2011).
Human observers are particularly proficient in detecting objects in

naturalistic scenes (F. F. Li et al., 2002; Peelen et al., 2009; Potter,
1975; Thorpe et al., 1996; Wolfe, Võ, et al., 2011), despite their
inherent complexity and clutter, as compared to the typical impover-
ished displays that are used in most studies investigating visual
search. This proficiency suggests that mechanisms of visual search
are particularly well-adapted to complex naturalistic vision (Peelen
& Kastner, 2014). Natural scenes provide a rich source of informa-
tion that observers can capitalize on during a search, by constraining
the likely locations and identity of objects in the scene (i.e., contex-
tual guidance; Boettcher et al., 2018; Droll & Eckstein, 2008;
Malcolm & Henderson, 2010; Neider & Zelinsky, 2006; Spotorno
et al., 2014; Torralba et al., 2006; for a review, see Castelhano &
Krzyś, 2020). Naturalistic environments, however, pose a funda-
mental challenge to the core principle of template-based visual
search: the image that any given target object will produce on the ret-
inae is unknown in advance because it varies with the (unknown)
location of the target object. Its color or brightness depends on the
illumination (e.g., in the sun, in the shade, or under artificial light-
ing), its shape depends on the viewpoint (e.g., viewed from the
side, from above, or at an angle), and—most dramatically—its size
can vary by orders of magnitudes depending on the distance between
the target object and the observer. Consequently, it remains
unknown to the observer what template needs to be generated to
effectively search for a given target object, which calls into question
the usefulness of template-based visual search during real-world
vision.
In this study we test one key mechanism that could solve this prob-

lem, focusing on the predictable relationship between viewing dis-
tance and retinal object size. We test the hypothesis that human
observers account for viewing distance when searching for a given
object. Thiswould entail that observers effectively search for a smaller
projection of the object when searching far away (generating a smaller
attentional template), and for a larger projection of the object when
searching nearby (generating a larger attentional template). In favor
of this hypothesis, it has been shown that attentional templates can
be flexibly adjusted to match the current task demands during a natu-
ralistic search (Yu et al., 2023). For instance, observers can adjust the
tuning (or precision) of the attentional template, to account for the

uncertainty of the target object’s appearance (Bravo & Farid, 2012;
Hout & Goldinger, 2015; Lleras et al., 2022; Witkowski & Geng,
2022), or adjust the feature content of the attentional template to opti-
mally distinguish the target object from anticipated distractor objects
(Boettcher et al., 2020; Howard et al., 2011; Lerebourg et al., 2023).
Moreover, priming the upcoming target object with word-cues or
semantically congruent scenes benefits subsequent search (Malcolm
& Henderson, 2009; Robbins & Hout, 2020; Stein & Peelen,
2017), suggesting that observers adjust their attentional template to
account for the provided context. Most specifically, we recently
showed that when participants prepare to search for a target object
nearby (compared to far away), patterns of neural activity emerge in
the visual cortex that are similar to activity patterns evoked by viewing
large (compared to small) images of this target object (Gayet &
Peelen, 2022). This shows that the human visual system anticipates
the size of an object depending on the viewing distance. But does
this visual-like activity evoked during search preparation benefit
search behavior in any way? In other words: do human observers gen-
erate distance-dependent (i.e., size-specific) attentional templates to
aid visual search? One finding supporting this possibility is that
observers sometimes fail to identify an object that is disproportionally
large compared to its background (Eckstein et al., 2017). Going
against this hypothesis, however, are results from studies showing
that attentional templates can be invariant to such visual attributes
as orientation (Reeder & Peelen, 2013) and size (Bravo & Farid,
2009). This invariance may particularly apply to highly familiar real-
world object categories (cars, people), for which detection is highly
efficient (e.g., F. F. Li et al., 2002; Thorpe et al., 1996; see also
Stein & Peelen, 2017). According to this view, an object-specific
attentional template (e.g., of a car) would benefit search irrespective
of its orientation or size. Here, we ask whether the attentional template
incorporates (retinal) object size during naturalistic visual search,
when size can be directly inferred from the scene context (i.e., viewing
distance).

To answer this question, we conducted a series of behavioral lab-
based experiments, in which participants were searching for one of
two possible object categories (a person or a car), at different view-
ing distances within outdoor scene photographs. The viewing dis-
tance informed participants of the (retinal image) size of the target
object, allowing them to incorporate size information in their prepa-
ratory attentional template. To test whether the attentional template
indeed contained size information we used a dual-task design. In
“search trials” participants searched for a precued object category
(a car or person) and reported which of two briefly presented scenes
contained the target object. Critically, the size of the target object
was—in principle—predictable, based on the layout of the search
scene (Experiment 1) or on a cue instructing where to search (in
depth; Experiments 2–3). The goal of these trials was to motivate
participants to instill a preparatory attentional template that could
potentially incorporate size information. In intermixed “catch trials,”
we used a dot-probe task that allows for probing attentional biases
(MacLeod et al., 1986), and has been used to reveal the contents
of the attentional template (Gayet & Peelen, 2019; Reeder &
Peelen, 2013; Reeder et al., 2015). In this task, the search cue is
unexpectedly followed by two task-irrelevant silhouettes (on both
sides of fixation), of a car or person of differing sizes. Participants
are tasked with responding to a simple target stimulus presented to
the left or right of fixation, immediately after the presentation of
the silhouettes. The idea is that, if one silhouette matches the
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attentional template to a better extent than the other silhouette (e.g., a
car vs. a person silhouette), attention will be directed to the location
of the matching silhouette, thus improving target reports at that loca-
tion. In the current study, this approach allowed us to measure a spe-
cific aspect of the search template that is key to naturalistic visual
search (whether it incorporates the size of the target object, as pre-
dicted from viewing distance) while preserving the experimental
control of reductionist experiments.
To preface the results, we demonstrate that attentional templates

are retinal size-specific (Experiments 1–3). These size-specific atten-
tional templates, however, only favor size-consistent visual objects
that resemble the search target; they do not favor all objects of the
predicted size (Experiments 1–2). The data further show that observ-
ers could infer the predicted retinal size of the search target from the
viewing distance in the scene, following a location cue, even when
the viewing distance changed trial-by-trial (Experiments 2–3). This
showcases the ability of observers to flexibly change the size of their
attentional template when searching at different locations of a visual
scene. Importantly, visual discrimination performance (on an
orthogonal task) was better at the location of size-consistent com-
pared to size-inconsistent silhouettes (Experiment 3), which implies
that size-consistent objects attracted spatial attention. Together,
these findings show that observers infer the predicted retinal size
of a search target from the viewing distance in a scene to favor target-
like visual input during naturalistic visual search.

Experiment 1

Method

Transparency and Openness

The current study adheres to all Transparency and Openness
Promotion guidelines regarding research transparency; in the OSF
project dedicated to this study (https://osf.io/84tbv/) we provide (a)
the experiment scripts and stimuli that were used for data collection,
(b) the raw data, (c) the data preprocessing and analysis scripts, and
(d) the complete output of all statistical analyses. The experiments
in this study were not preregistered. Nonetheless, we believe that
the risk of false positive inflation caused by the degrees of freedom
in data analysis choices is minimized by (a) applying minimal data
exclusion, by (b) presenting three internal (conceptual) replications
of the main finding, by (c) using the exact same analysis pipeline in
all studies, and by (d) showing consistent statistical outcomes across
different types of statistical tests. The years of data collection were
2017 (Experiment 1), 2019 (Experiment 2), and 2021 (Experiment 3).

Participants

Thirty healthy students from the University of Trento participated
in Experiment 1, which comprised two experimental sessions con-
ducted on different days. All participants (25 women; Mage=
23.3 years, SD= 3.8) had normal or corrected-to-normal vision
and provided written informed consent to take part in the study.
Most participants received monetary compensation (€8/session),
but three participants took part for course credits. The experiment
was approved by the Ethics Committee of the University of
Trento. The sample size for Experiment 1 was based on resource
availability; formal power analyses were conducted for all subse-
quent experiments (see Method section of Experiment 2).

Setup

Stimuli were presented on a 19′′ Philips 109P monitor with a screen
resolution of 1,024× 768 pixels and a refresh rate of 100 Hz. Stimulus
presentation and response registration were donewithMatlab 8.0 using
Psychtoolbox-3 (Brainard, 1997; Pelli, 1997). All stimuli were pre-
sented on a uniform gray background, with a black plus-sign (“+”)
at the center serving as a fixation point. The viewing distance was
fixed at 55 cm from the monitor using a chin-rest.

Natural Scene Stimuli (Search Trials)

A total of 378 outdoor scene photographs were found via Google
Image search or retrieved from previous studies. Of those, 162 had
target objects (i.e., people or cars) in the foreground (near location),
which were thus relatively large: 54 scenes with cars, 54 scenes with
people, and 54 scenes with cars and people. Another 162 scenes had
target objects in the background (far location), which were thus rel-
atively small: again, this comprised 54 scenes with cars, 54 scenes
with people, and 54 scenes with cars and people. The remaining
54 scenes contained no target objects. In order to increase the num-
ber of scene stimuli, each of these 378 scenes was horizontally mir-
rored, amounting to a total of 756 unique scene stimuli. The 324
scenes with near/large target objects were used in one experimental
session (the Near Target session), the 324 scenes with far/small tar-
get objects were used in another experimental session (the Far Target
session), and the remaining 108 scenes without target objects were
used in both sessions (see Figure 1a).

All scenes were converted to grayscale and rescaled to 427 (horizon-
tal) by 320 (vertical) pixels, subtending 15.8° by 11.7° of visual angle.
The average height of the target objectswas 52 pixels for “far” persons,
240 pixels for “near” persons, 56 pixels for “far” cars, and 287 pixels
for “near” cars. Of note, the largest “far” object of the stimulus set was
smaller than the smallest “near” object, thus ensuring the validity of the
session-specific manipulation of the expected object size.

Silhouette Stimuli (Catch Trials)

The stimuli used in the catch trials were black silhouettes of cars
and people, presented on a uniform gray background. A total of 576
silhouettes were selected from stimuli used in previous experiments,
or created based on images of cars and people found via Google
Image search, using GIMP (https://www.gimp.org). This resulted
in 144 unique silhouette stimuli in each size (large, small) and cate-
gory (person, car) condition (see Figure 1b). These silhouettes were
scaled to match the sizes of the target objects presented within the
natural scenes that are used in the search task.

Experimental Procedure

The experiment consisted of two sessions of 45 min each; a “Near
Targets” session in which all target objects in the scenes were relatively
nearby (and thus subtended a large retinal image), and a “Far Targets”
session in which all target objects in the scenes were relatively far away
(and thus subtended a small retinal image). Each participant completed
both sessions on separate days, and the second session was completed
within aweek of the first session. The order of sessions (“Near Targets”
first or “Far Target” first) was counterbalanced across participants. Each
session comprised nine blocks of 64 trials each, of which 48 search tri-
als (75%) and 16 catch trials. The silhouettes were large in half of the
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catch trials, and small in the other half. Therefore, each block comprised
catch trials with two size-consistent silhouettes (i.e., large silhouette in
“Near Targets” session, small silhouette in “Far Targets” session) and
trials with two size-inconsistent silhouettes (i.e., large silhouette in “Far
Targets” session, small silhouette in “Near Targets” session). The order
of trials within a block was pseudo-randomized, so that search trials,
catch trials with large silhouettes, and catch trials with small silhouettes
were intermixed. The only restriction was that the first three trials of
each block were always search trials, to ensure that participants were
engaged in the (size-specific) search task before the first catch trial
appeared. At the start of each session, participants performed one prac-
tice block to familiarize with the task.

Search Trials

The order of events in search trials is depicted in the top row of
Figure 2. Each search trial started with a central fixation cross
(500 ms), followed by the letter “C” or “P” (500 ms), which
instructed participants to search for a car or person in the upcoming
scene images (for Italian-speaking participants, this was replaced
with an “M” or “P,” for “macchina” and “persona,” respectively).
After another fixation cross (1,000 ms), during which observers

could prepare for the search task, two scenes were simultaneously
presented for 67 ms on either side of fixation, in one of four possible
combinations: (a) car in the left scene, person in the right scene; (b)
person in the left scene, car in the right scene; (c) both person and car
in the left scene, no target objects in the right scene; and (d) no target
objects in the left scene, both person and car in the right scene. These
combinations ensured that viewing one object (e.g., a car) in a scene
was not predictive of the location of the other object, hence inciting
participants to search for the cued object (rather than inferring its
location from the location of the other object).
The scenes were followed by a blank screen of variable duration

(range [10 ms, 300 ms]), and two backward masks that covered the
same presentation area as the scenes (350 ms). The duration between

scene offset and mask onset was titrated using an adaptive staircase pro-
cedure, aiming at a search task performance of 75% correct in both
(“Near Targets” and “Far Targets”) experimental sessions. This was
done by reducing the duration of the blank screen by 20 ms when accu-
racy (from the sixth trial onward) rose above 75% and by increasing its
duration by 20 ms when accuracy dipped below 75% correct.

The masks were followed by a fixation cross (1,660 ms), during
which observers reported which scene (left or right of fixation) con-
tained the target object, using the “z” and “n” arrow keys (for left or
right scene, respectively). Finally, a feedback screen (500 ms) indi-
cated whether they were correct (“+1”) or incorrect (“+0”).

To test whether the staircase procedure was successful in equating
search task difficulty between the Near Targets session and Far
Target session, we conducted a 2× 2 repeated-measures ANOVA
with the factors object (person vs. car) and distance (near vs. far),
on both accuracy and response times. A main effect of distance on
accuracy showed that participants were more accurate in localizing tar-
get objects in the Near Targets session (M= 87.9%, SD= 4.2) than
in the Far Target session (M= 74.5%, SD= 6.5), F(1, 29)=
179.12, p, .001, η2= .729. Similarly, a main effect of distance on
reaction times showed that participants were faster in localizing target
objects in the Near Targets session (M= 549 ms, SD= 93) than in the
Far Target session (M= 609 ms, SD= 100), F(1, 29)= 11.18,
p= .002, η2= .257. These results show that larger objects remained
easier to find than smaller objects, despite the thresholding procedure
that was aimed at equating performance between distance conditions.
This probably reflects that localization of relatively large objects was
too easy with a presentation time of 67 ms, even at the shortest scene-
mask interval of 10 ms (which motivated us to use a different staircase
procedure in Experiments 2 and 3).

Catch Trials

The order of events in catch trials (dot-probe task) is depicted in the
second and third rows of Figure 2. The start of a catch trial was

Figure 1
Example of Stimuli Used in the Different Experimental Conditions of Experiment 1

Near Targets session Far Targets session(a)
Target: person Target: car Target: person Target: car

Large silhouettes Small silhouettes(b)
Person Car Person Car

Note. (a) Scene stimuli used in the search task. During the Near Targets session, target objects (person or
car) were located in the foreground, and their retinal image size was therefore relatively large. During the Far
Targets session, target objects were located in the background, thus producing a relatively small retinal
image. (b) Silhouette stimuli used in the catch trials. The sizes of the silhouettes were matched to the
sizes of the target objects presented within the search trial scenes.
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indistinguishable from that of a search trial, thus inciting participants
to generate an attentional template in anticipation of the search task.
That is, the trial started with a fixation cross (500 ms), a letter cue
(500 ms), and another fixation point (1,000 ms). Then, instead of
two scenes, two silhouettes were presented on either side of the fixa-
tion (for 67 ms). The two silhouettes were either both small or both
large (i.e., they were both either consistent or inconsistent with the
size of search targets in the current session), and one silhouette was
always of a car and the other of a person (i.e., one silhouette matched
and the other silhouette mismatched the category of the search target).
After the silhouettes, a fixation point was briefly presented

(50 ms), and a small circular target dot appeared on one side of fix-
ation (100 ms); at the location of the silhouette that matched the cat-
egory of the search target (valid trials) or at the location of the
mismatching silhouette (invalid trials).
After the offset of the target dot, the fixation cross remained on

screen for 1,660 ms, during which participants could report the loca-
tion of the target dot (left or right of fixation), using the “z” and “n”
arrow keys (for left or right scene, respectively). Participants were
instructed to ignore the task-irrelevant silhouettes. Finally, a feed-
back screen (500 ms) indicated whether they were correct (“+1”)
or incorrect (“+0”).

Data Analysis

We focus our analyses of catch trials on accuracy because pilot
experiments revealed that our effects of interest were better cap-
tured by accuracy differences than reaction time differences
between conditions. For transparency, and to verify that our
reported effects are not the result of changes in speed-accuracy
trade-offs, we report all reaction time analyses in S.1 in the online
supplemental materials. Before performing the analyses, we col-
lapsed the catch-trial data across all conditions of noninterest
(e.g., the specific category of the silhouette); additional analyses
in S.2 in the online supplemental materials show that none of the
outcomes reported in the main manuscript depend on these condi-
tions of noninterest.

All tests reported in the Results section and online supplemental
materials are two-tailed within-subject tests with a significance
threshold of 0.05. To compare between pairs of conditions, we use
paired-samples t-tests when normality assumptions are met (accord-
ing to a Shapiro–Wilk test, with a significance threshold of 0.05),
and we use Wilcoxon signed-rank tests when they are violated. In
case multiple factors are included in the analysis (e.g., Experiment 1),
we always use repeated-measures ANOVAs, which are robust to

Figure 2
Schematic Depiction of the Experimental Procedure of Experiment 1

+ C
+

+
+

+
+

+

+1

+
+

+
+

+0

+
+

+
+

+1

500ms
500ms

1000ms

75% search trials 

12.5% catch trials
(large silhouettes) 

12.5% catch trials
(small silhouettes) 

67ms
0-300ms

500ms

350ms
1660ms

67ms

++++++++++++

50ms
100ms

1660ms
500ms

++

+

Note. Each block was made up of 64 trials presented in random order, comprising 48 search trials (75%)
and 16 intermixed catch trials, half of which with small silhouettes and half of which with large silhouettes.
In all trials, a letter cue instructed participants to search for a car or person. In search trials, participants
reported which of two scenes (left or right of fixation) contained the cued target object. In catch trials,
two task-irrelevant silhouettes appeared followed by a small target dot. Participants reported where (left
of right of fixation) the target dot appeared.
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violations of normality (Blanca et al., 2023) and offer more flexibil-
ity than the nonparametric alternatives. Whenever parametric tests
are used, we report parametric measures of central tendency
(mean), effect sizes (dz or η2), and spread (standard deviation).
Conversely, whenever nonparametric tests are used, we report non-
parametric measures of central tendency (median), effect sizes
(rank-biserial correlation), and spread (interquartile range). Finally,
for all critical tests, we also conducted two-sided one-sample boot-
strap tests (1× 106 permutations) comparing the difference between
conditions-of-interest to zero.
To address the main question of whether observers incorporate the

predicted retinal size of a target object in the attentional template, we
analyzed participants’ average accuracy on catch trials. Catch trial
data were analyzed as a function of two experimental factors:
category-validity (of the target dot location relative to the silhou-
ettes), and size-consistency (of the silhouettes with the search task
session). In valid trials, the target dot appeared at the location of a
silhouette that matched the search cue (i.e., a car silhouette when par-
ticipants were cued to search for a car, or a person silhouette when
participants were cued to search for a person). In invalid trials, the
target dot appeared at the opposite location, where the silhouette
mismatched the search cue (i.e., a car silhouette when participants
were cued to search for a person, or a person silhouette when partic-
ipants were cued to search for a car). In half of the trials, the silhou-
ettes were size-consistent, which entails that the size of the
silhouettes was consistent with the size of the search targets (i.e.,
large silhouettes in the “Near Targets” session, and small silhouettes
in the “Far Targets” session). In the other half of the trials, the silhou-
ettes were size-inconsistent, which entails that the size of the silhou-
ettes was inconsistent with the size of the search targets (i.e., large
silhouettes in the “Far Targets” session, and small silhouettes in
the “Near Targets” session). Figure 3a illustrates the four conditions
of the 2× 2 factorial design. Mean accuracy scores were computed
for each participant and for each of the four conditions of interest,
only excluding trials in which no response was provided within
the 1,660 ms time window.

Results

Catch Trial Analysis

If participants generate an attentional template that incorporates
the predicted retinal size of a target object, the category-validity
effect (higher accuracy for reporting target dots appearing at the
category-valid location than the category-invalid location) should
be more pronounced on trials with size-consistent silhouettes
than with size-inconsistent silhouettes. This would imply that size-
consistent silhouettes more closely resemble the attentional tem-
plate than size-inconsistent silhouettes and, thus, that size informa-
tion is incorporated in the attentional template.
Following size-consistent silhouettes, participants were more

accurate on category-valid trials (M= 98.6%, IQR= 2.8) than on
category-invalid trials (M= 89.6%, IQR= 10.8), W= 406, p
, .001, rank-biserial correlation= 1.00 (pbootstrap, .001, 95%
CI [6.3%, 11.6%]). Following size-inconsistent silhouettes as
well, participants were more accurate on category-valid trials
(M= 99.3%, IQR= 1.4) than on category-invalid trials (M=
93.8%, IQR= 12.2),W= 300, p, .001, rank-biserial correlation
= 1.00 (pbootstrap, .001, 95%CI [4.5%, 9.3%]). The occurrence of

this validity effect shows that the attentional template contained
category-selective information (i.e., distinguishing between car
and person targets). Most importantly—and confirming our main
hypothesis—this category-validity effect was larger for size-
consistent silhouettes (M= 7.6%, IQR= 9.0) than for
size-inconsistent silhouettes (M= 4.2%, IQR= 11.5), as show-
cased by a significant interaction effect between category-validity
and size-consistency on response accuracy, F(1, 29)= 9.88,
p= .004, η2= .009 (pbootstrap= .002, 95% CI [0.7%, 3.2%]).
This pattern of results (visualized in Figure 3b) supports the
hypothesis that participants incorporated the expected size of target
objects in their attentional template.

Note that the main effect of size-consistency was also significant,
F(1, 29)= 9.50, p= .004, η2= .009 (pbootstrap= .001, 95% CI
[0.5%, 2.1%]), which shows that—irrespective of the location of
the target dot—presenting two size-consistent silhouettes interfered
more with catch-trial localization performance than presenting two
size-inconsistent silhouettes (i.e., the vertical offset between lines
in Figure 3b).

Interim Discussion

The goal of Experiment 1 was to test whether observers incorpo-
rate the expected size of a target object in their attentional template.
This hypothesis was confirmed. Category-specific silhouette stimuli
influenced localization reports of the target dot more when they
matched the expected size of the cued target object (e.g., small sil-
houettes in a “Far Target session”) than when they mismatched
the expected size (e.g., small silhouettes in a “Near Target session”).
This implies that the expected size of the cued target object was used
during search preparation, otherwise, the dot-probe performance for
size-consistent and size-inconsistent silhouette conditions would not
differ.

In this experiment, however, observers might not have predicted
the size of the target object based on the viewing distance, but
could have based their expectations of object size on the prevalence
of (larger or small) target objects within an experimental session. As
such, it remains unclear whether observers could also incorporate
object size in their attentional template during real-world search,
where size needs to be inferred from the viewing distance in the
scene, on a moment-to-moment basis.

The goal of Experiment 2A was to test whether observers also
incorporate object size in their attentional template when they
need to infer the size of the target object from the current search
location in a scene, as would be done during a real-world visual
search. To this end, participants now previewed the search scene
that contained a location cue, informing participants about the
viewing distance to the object (and thus its retinal size). This
approach also allows to test whether observers can incorporate a
new predicted object size in their attentional template in a
trial-by-trial manner, which would indicate that observers can flex-
ibly alter their attentional template as a function of search location
(e.g., from saccade to saccade during real-world visual search).
Because event-based designs (such as Experiment 2) are typically
less powerful than block-based designs (such as Experiment 1), we
decided to directly pit the two conditions-of-interest against each
other within each trial, by contrasting a size-consistent silhouette
with a size-inconsistent silhouette (both of the target object
category).
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Experiment 2

Method

Participants

Fifty-four healthy students from Radboud University partici-
pated in Experiment 2. Two participants were excluded for failing
to perform above the chance level in the target probe localization
task, according to a one-sided binomial test against 0.5. This
resulted in a final sample of 26 participants in Experiment 2A
(18 female, Mage= 22.35 years, SD= 2.67) and another 26 partic-
ipants in Experiment 2B (22 female, Mage= 22.58 years, SD=
3.19).
The sample size of 26 was determined on the basis of a power

analysis for a paired-samples t-test, conducted in G*Power. We
aimed at 80% power for detecting an effect at least as large as that
observed in our recent study (Experiment 1 of Gayet & Peelen,
2019; dz= 0.637). In this study, we also compared performance
on a dot-probe task between targets appearing at the location of size-
consistent versus size-inconsistent visual objects. Due to an error in
our power analysis, we eventually had 88% power for detecting said
effect, as the required sample size for 80% power was actually 22.
All participants had normal or corrected-to-normal vision and pro-

vided written informed consent to take part in the study. Participants
either receivedmonetary compensation (€10/session) or course credits
(one participant). The experiment was approved by the Ethics
Committee of the Social Sciences Faculty of Radboud University
Nijmegen, The Netherlands (ECSW2017-2306-517).

Setup

Participants were tested in a dark room where a chinrest kept their
viewing distance fixed at 57 cm of a 24′′ BenQmonitor with a screen
resolution of 1,920× 1,080 pixels and a refresh rate of 120 Hz.
Stimulus presentation and response registration were done with
Matlab 2015b using Psychtoolbox-3 (Brainard, 1997; Pelli, 1997).
All stimuli were presented on a uniform gray background (30 Cd/
m2), with a white outer circle (83.60 Cd/m2; 0.30 degrees of visual
angle; dva) and a black inner circle (0.19 Cd/m2; 0.10 dva), serving
as a central fixation dot.

Natural Scene Stimuli (Search Trials)

A total of 126 outdoor scenes were created for the purpose of this
experiment, using an HD digital photo camera. Photographs were
taken at 14 different locations, and nine different stimuli were created
at each of these locations from the exact same viewpoint (using a tri-
pod): scenes comprised either a car or a person, positioned either
nearby or far away, and positioned either on the left or right half
of the scene (to induce spatial uncertainty). Also, one “empty”
scene was created, in which no target object was present.

All scenes were converted to greyscale (see Figure 4a) and were
scaled to subtend 13.3 by 9.0 dva. Finally, based on each of the
14 empty scenes, four additional stimuli were created by superim-
posing a red or blue horizontal line indicating where the near or
far objects touched the ground in that specific scene (i.e., the wheels
of the car, or the feet of the person). These lines would serve as

Figure 3
Experimental Design and Results for the Dot-Probe Task (Catch Trials) of Experiment 1
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Note. (a) Visualization of the 2× 2 factorial design (for simplicity, all four cells depict “Person” search, in
a “Near Targets” session). The dot target appeared either at a valid location (i.e., at the location of a person
silhouette following the “P” search cue, or at the location of a car silhouette following the “C” search cue) or
an invalid location (vice versa). The size of the silhouettes was either consistent with the size of the search
targets (i.e., large silhouettes in a “Near Targets” session, or small silhouettes in a “Far Targets” session) or
inconsistent (vice versa). (b) Left: mean proportion correct in each of the 2× 2 conditions depicted in panel
a. Right: validity effect (performance on valid minus invalid trials) for the size-consistent and
size-inconsistent conditions. Transparent dots are individual participant means; error bars in the interaction
plot represent thewithin-subject standard error of the mean (Cousineau, 2005); thewhisker on the right-most
bar of the difference plot shows the 95% confidence interval of the paired difference between size-
consistency conditions. See the online article for the color version of this figure.
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distance cues. Note that, in contrast to Experiment 1, distance (and
therefore object size) was manipulated within-scene, and therefore
distant objects were inherently smaller than nearby objects. As
such, there was no need to compare the mean retinal object-sizes
between near and far conditions.

Silhouette Stimuli (Catch Trials)

The stimuli used in the catch trials of Experiment 2A were black
silhouettes of cars and people, cropped out of the scene stimuli
described above, and presented on a uniform gray background
(Figure 4b). This resulted in 112 silhouettes; 28 exemplars in each
car or person, and near or far condition (i.e., two exemplars in
each condition, for each specific scene). Importantly, because the sil-
houettes were cropped out of the scenes and because the distance
cues were based on the positions of the objects in the scenes, the
size of each silhouette corresponds exactly to the size of the target
objects (that participants could expect) in the scenes.
The stimuli used in the catch trials of Experiment 2B were black

rectangles, with the exactly same (maximum) height and width as
the silhouettes used in Experiment 2A. Thus, the sizes and
height-to-width ratios of these pseudo-silhouettes matched the sizes
and height-to-width ratios of the target objects in each scene.

Experimental Procedure

The experiment consisted of a single session of approximately
60 min, starting with verbal and visual instructions, a practice block
with search trials only (24 trials), a practice block with catch trials

only (24 trials), and a practice block with both trial types intermixed
(24 trials total, of which six catch trials). Then, participants completed
16 experimental blocks of 32 trials each, of which 24 search trials
(75%) and eight catch trials were randomly intermixed.

Search Trials

The order of events in search trials is depicted in Figure 5 (top
row). Each search trial started with a central fixation dot (800 ms),
followed by an empty scene (i.e., devoid of target objects) overlayed
with a colored bar (1,000 ms). The color of the bar (blue or red) indi-
cates the category of the target object (blue for car and red for person
for even participant numbers, and the opposite for odd participant
numbers). The vertical position of the bar indicates the location of
the target object in depth, thus allowing observers to predict the
size of the target object.

After another fixation cross (1,200 ms), the same outdoor scene
that was previewed before was simultaneously presented for
150 ms on both sides of fixation, one of which comprised the target
object while the other one contained no object at all. Scene offset
was followed by a fixation screen (50 ms), a white-noise mask
(50 ms), and another fixation screen that lasted until participants pro-
vided a response. Participants indicated by means of a key press
which image (left or right of fixation) contained the target object.
The white part of the fixation dot turned green or red to indicate
whether the response was correct or not.

In order to equate task difficulty between the different search tar-
get conditions (near and far, car and person), we superimposed pink
(i.e., 1/f) noise onto the scene stimuli, and adaptively adjusted the

Figure 4
Example of Stimuli Used in the Different Experimental Conditions of Experiments 2 and 3

Near targets Far targets (a)
Target: person Target: car Target: person Target: car

Large silhouettes Small silhouettes(b)
Person Car Person Car

Large silhouettes Small silhouettes(c)
Person Car Person Car

Note. (a) Scene stimuli used in the search task. Target objects (person or car) in each of the 14 scene fam-
ilies could be either located in the foreground or background (large or small target image). (b) Silhouette
stimuli used in the catch trials of Experiment 2A, which were cropped out of the corresponding (near and
far, car and person) search scenes. (c) Corresponding silhouette stimuli used in the catch trials of
Experiment 2B, which were rectangles with the same height and width as the original silhouettes.
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percentage of noise using accelerated stochastic approximation
(Kesten, 1958), separately for each search target condition. Unlike
traditional up-down staircase procedures, accelerated stochastic
approximation adjusts the step sizes by taking into account the stabil-
ity of the estimated threshold. In doing so, we expected to stabilize
performance levels at 75% correct in all search conditions (Faes et
al., 2007). In contrast to Experiment 1, the onset asynchrony
between the scene stimuli (mixed with pink noise) and the mask
stimuli (white noise) remained fixed at 50 ms.
To test whether this staircase procedurewas successful in equating

difficulty between search target conditions, we conducted a
repeated-measures ANOVA with the factors object (person vs.
car) and distance (near vs. far), on both accuracy and response
times. In Experiment 2A, far target search and near target search dif-
fered neither in terms of accuracy, F(1, 25)= 0.024, p= .879,
η2, .001, nor in terms of reaction times, F(1, 25)= 0.041,
p= .841, η2, .001. Similarly, in Experiment 2B, far target search
and near target search differed neither in terms of accuracy, F(1,
25)= 1.425, p= .244, η2= .032, nor in terms of reaction times,
F(1, 25)= 0.197, p= .661, η2= .003. Accuracies in all search
task conditions ranged between 77.2% and 79.5% correct, and reac-
tion times ranged between 590 and 631 ms. Taken together, the stair-
case procedure of Experiment 2 was successful in equating task
difficulty across near and far search conditions, in terms of both
accuracy and reaction times.

Catch Trials

Figure 5 (bottom row) illustrates the order of events in catch tri-
als (dot-probe task) of Experiment 2A. The start of a catch trial was
indistinguishable from that of a search trial, thus inciting partici-
pants to generate an attentional template in anticipation of the
search task. Instead of the two search scenes, however, two silhou-
ettes were presented for 70 ms, on either side of fixation: a large
and a small silhouette of the cued target object, that was cropped
out of the corresponding search scene. These silhouettes were ver-
tically centered on the fixation dot, and presented on the left and
right side of fixation at equal eccentricity (the eccentricity was var-
ied on a trial-by-trial basis, to match the horizontal position of the
objects in the scenes). After a fixation screen (50 ms), a black tar-
get dot would appear (19 Cd/m2; 0.3 dva in diameter) at the center
of one of the two previously presented silhouettes. In half of the
trials, the target dot appeared at the location of the large silhouette,
on the other half of the trials the target dot appeared at the location
of the small silhouette (see Figure 6b). Participants reported the
location of the target dot (left or right of fixation) by keypress,
after which the white part of the fixation dot turned green or red
to indicate whether they reported the location of the target dot cor-
rectly or not.

Experiment 2B was identical to Experiment 2A, except that the sil-
houettes in the catch trials were replaced by rectangles encompassing

Figure 5
Schematic Depiction of the Experimental Procedure of Experiment 2A

800ms
1000ms

1200ms

75% search trials 

25% catch trials

150ms
50ms

50ms
until
response 800ms

70ms
50ms

100ms
until
response 800ms

Note. Each block was made up of 32 trials presented in random order, comprising 24 search trials (75%)
and eight intermixed catch trials, each containing a large and a small silhouette (both of the cued object
category). In all trials, the vertical position of a colored bar instructed participants where (in depth) the target
object would appear. The color of the bar (red or blue) indicated which target object to search for (car or
person). Participants reported which of two versions of the same scene (left or right of fixation) contained
the cued target object. In catch trials, two task-irrelevant silhouettes appeared, followed by a small target
dot. Participants reported where (left or right of fixation) the target dot appeared. The procedure of
Experiment 2B was identical to that of Experiment 2A, but the silhouettes were replaced by rectangles
(see Figure 4c). See the online article for the color version of this figure.
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themaximumheight andwidth of each silhouette. As such, the silhou-
ette was still size-valid or size-invalid with regard to the current search
task (and even comprised height-to-width ratios that could distinguish
between car and person silhouettes), but lacked the target object-
specific shape contours (see Figure 6b).

Data Analysis

The analysis approach is identical to that of Experiment 1, unless
otherwise specified. To address the main question of whether the
predicted retinal size of target objects is incorporated in the atten-
tional template, we analyzed how accurately participants reported
the location of the target dot. Data was analyzed as a function of
one experimental factor, size-validity: On half of the trials, the target
dot appeared at the location of a size-consistent silhouette (i.e., the
large silhouette during near search, or the small silhouette during
far search). In the other half of the trials, the target dot appeared at
the location of the size-inconsistent silhouette (i.e., the large silhou-
ette during the far search, or the small silhouette during the near
search). Mean accuracy scores were computed for each participant
and for both conditions of interest. No trials were excluded from
the analysis.
If participants generate an attentional template that incorporates

the predicted retinal size of a target object, we expect to observe a
size-validity effect in Experiment 2A. More accurate responses to
targets appearing at the location of a size-consistent silhouette
than a size-inconsistent silhouette implies that size information
was extracted from the viewing distance in the scene and incorpo-
rated in the attentional template. If a size-validity effect is found in
Experiment 2A but not in Experiment 2B, this would show that
the size information in the attentional template only applies to visual

input that matches the category-specific shape of the target object
(i.e., of a car or person). If, instead, a size-validity effect is observed
in both Experiment 2A and 2B, this would show that attentional tem-
plates favor category-matching and size-matching visual input inde-
pendent of one another (i.e., as if there were multiple attentional
templates biasing search in parallel).

Results

Catch Trial Analysis

To test the main hypothesis that attentional templates change as a
function of viewing distance, we performed a paired-samples t test
on catch trial accuracy, contrasting accuracy for target dots appear-
ing at the location of size-consistent silhouettes with target dots
appearing at the location of size-inconsistent silhouettes (see
Figure 6c). In Experiment 2A, participants were more accurate in
locating the dots appearing at the position of a size-consistent sil-
houette (M= 93.1%, SD= 7.6) compared to a size-inconsistent
silhouette (M= 91.2%, SD= 7.8), t(25)= 2.54, p= .018, dz=
0.498 (pbootstrap= 0.010, 95% CI [0.5%, 3.4%]). This was not
the case in Experiment 2B, where the silhouettes were replaced
by rectangles, p. .7, dz=−0.059 (pbootstrap= .796, 95% CI
[−1.3%, 1.0%]). Following the general approach of equivalence
testing (Lakens et al., 2018), we established that the effect in
Experiment 2B was negligible, as it was significantly smaller
than half the effect size observed in Experiment 2A, p= .035.
An independent-samples t test contrasting the validity effect of
both experiments confirmed that the validity effect was larger in
Experiment 2A (M= 1.9%, SD= 3.9) than in Experiment 2B
(M=−0.2%, SD= 3.1), t(50)= 2.17, p= .034, dz= 0.603

Figure 6
Experimental Design and Results for the Dot-Probe Task (Catch Trials) of Experiment 2
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Note. (a) Visualization of the within-subject designs of Experiments 2A and 2B. For illustrative purposes,
we here only depict trials in which participants were cued to search for a distant (i.e., relatively small image
of a) person. There were two validity conditions: the target dot either appeared at the location of the size-
consistent (valid; here: small) or the size-inconsistent silhouette (invalid; here: large). (b) In Experiment
2B, the silhouettes were replaced by filled rectangles, encompassing the (maximum) height and width of
each silhouette. (c) Mean proportion correct for the size-consistent versus size-inconsistent locations in
Experiment 2A (silhouettes) and 2B (rectangles). Error bars represent the 95% CI of the paired difference
between conditions. CI= confidence interval. See the online article for the color version of this figure.
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(pbootstrap= .014, 95% CI [0.4%, 3.9%]). Together, these data
show that observers incorporate the expected size of a target object
(as inferred from the viewing distance in the scene) in their atten-
tional template. This attentional template, however, does not prior-
itize all visual input of the expected object size, but only visual
input of the expected object size that also matches the visual char-
acteristics of the object category.
We also noted that performance was generally lower in

Experiment 2A (M= 92.2%, SD= 8.7) than in Experiment 2B
(M= 96.5%, SD= 8.7), W= 217, p= .027, Hodges–Lehmann
Estimate= .023 (Mann–Whitney test used due to the violation of
assumption of equal variances). This might reflect that—overall—
presenting visual stimuli that are more relevant to the participant
(i.e., silhouettes compared to rectangles) interferes more with the
localization of the dot target.

Interim Discussion

The goal of this experiment was to test whether observers flexibly
incorporate the expected size of a target object in their attentional
template. The observation that target dots were more accurately
reported at the location of a size-consistent silhouette compared to
a size-inconsistent silhouette of the target object demonstrates that
size information was incorporated in the attentional template.
Moreover, the present results extend the results of Experiment 1,
by showing that participants predicted the retinal size of the cued
search target, based explicitly on the viewing location in the
scene. This demonstrates how observers could incorporate size
information for efficient template-based search under naturalistic
conditions, by updating the expected object size during search
(e.g., across eye-movements).
The present results do not show, however, whether these

size-specific attentional templates influence visual search by shifting
spatial attention toward the location of size-matching visual input.
There are two distinct accounts that could explain the accuracy dif-
ference in localizing target dots that appear at the location of size-
consistent versus size-inconsistent silhouettes. One possibility is
that participants mistook the size-consistent silhouette (more often
than the size-inconsistent silhouette) for the search target; if partic-
ipants report the location of the size-consistent silhouette, this
gives a correct target localization response in size-consistent (i.e.,
valid) trials and an incorrect target localization response in
size-inconsistent (i.e., invalid) trials. The other possibility is that
the size-consistent silhouette attracted spatial attention due to its
match with the attentional template, causing improved visual dis-
crimination performance at the attended location and, consequently,
better target localization performance.
Experiment 3 was designed to directly test this second possibility.

Here, the target dot is replaced with a triangle pointing upward or
downward (see Figure 7a), and participants are instructed to report
the orientation of the arrow target (up vs. down). In this case, mistak-
enly responding to the size-consistent silhouette (left vs. right local-
ization) would not influence discrimination performance on the
arrow target (up vs. down discrimination). As such, better discrim-
ination performance of the arrow target at the location of the size-
consistent compared to the size-inconsistent silhouette would
unequivocally demonstrate that spatial attention was drawn toward
the size-consistent silhouette, thereby enhancing target discrimina-
tion performance.

Experiment 3

Method

Differences With Experiment 2

All methods were identical to that of Experiment 2A, except for
(a) the use of upward and downward-pointing target triangles instead
of a target dot in the catch trials, (b) the ensuing use of an up-down
response instead of a left-right response in catch trials, and (c) the
set-up on which the experiment was conducted.

Search Trials

In Experiment 3, far target search and near target search differed
neither in terms of accuracy, F(1, 25)= 1.159, p= .292, η2= .015,
nor in terms of reaction times, F(1, 25)= 2.943, p= .099, η2= .028.
Accuracies in all search task conditions ranged between 78.4% and
82.9% correct, and reaction times ranged between 653 and 676 ms.
As such, the staircase procedure of Experiment 3 was also successful
in equating task difficulty across near and far search conditions, in
terms of both accuracy and reaction times.

Participants

Another 26 healthy students from Radboud University partici-
pated in Experiment 3 (20 female, Mage= 20.51 years, SD=
2.82). The sample size was based on the same power analysis as
Experiments 2A and 2B. Participants received monetary compensa-
tion (€10/session). The experiment was approved by the Ethics
Committee of the Social Sciences Faculty of Radboud University.

Results

Catch Trial Analysis

To test the main hypothesis that size-specific attentional templates
guide spatial attention, we performed aWilcoxon signed-rank t test on
catch trial accuracy, contrasting up-down discrimination performance
for target triangles appearing at the location of size-consistent silhou-
ettes with that of size-inconsistent silhouettes (Figure 7b). Participants
were more accurate in reporting the orientation of the triangles when
they appeared at the location of a size-consistent silhouette (M=
98.4%, IQR= 3.0) compared to a size-inconsistent silhouette (M=
96.1%, IQR= 4.7), W= 108.5, p= .038, rank-biserial correlation
= .596 (pbootstrap= .014, 95% CI [0.3%, 2.7%]). This shows that
size-specific attentional templates cause spatial attention to shift
toward template-matching visual input.

General Discussion

According to the idea of template-based search, observers generate a
visual representation of the target object prior to search onset, which
favors target-like visual input at the expense of nontarget visual
input. Here, we investigated whether human observers adjust the size
of the attentional template to account for viewing distance during the
search, capitalizing on the predictable relationship between retinal
object size and viewing distance. This would entail that observers
effectively search for a smaller “image” of an object when searching
further away, and for a larger “image” of that same object when search-
ing closer by.We used a dot-probe task (MacLeod et al., 1986) to probe
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the content of the search template (Reeder & Peelen, 2013), intermixed
with a search task that incited participants to search for a given object
(person or car), at a specific viewing distance in a scene photograph. To
summarize our findings: (a) in Experiment 1 we confirm earlier results
that observers incorporate category-specific shape information in the
attentional template, allowing observers to favor car-like visual input
over person-like visual input and vice versa, depending on the search
target; (b) most importantly, in Experiments 1, 2A, and 3, we demon-
strate that observers incorporate the expected retinal size of the target
object in the attentional template, favoring visual input of the expected
retinal size over differently sized visual input; (c) the results of
Experiment 3 show that the template causes a shift of spatial attention
toward size-matching objects; (d) in Experiments 2A and 3, we dem-
onstrate that observers flexibly predict the retinal size of a target object
from the real-world viewing distance in a scene; and finally, (e)
Experiments 1 and 2 show that distance-dependent size information
and category-specific shape information are entangled, yielding a sin-
gle attentional template that is both shape and size specific.
Confirming earlier work (Reeder & Peelen, 2013; Reeder et al.,

2015), the results show that participants incorporate the category of
the target object (i.e., person or car) in their attentional template.
This conclusion stems from the finding that participants in
Experiment 1 were more accurate in reporting the location of a target
dot at the location of a category-valid (e.g., person silhouette follow-
ing a “person” search cue) than a category-invalid silhouette (e.g., per-
son silhouette following a “car” search cue). This effect was observed
in virtually all participants and was between 2 and 4 times larger than
the size-based validity effect observed in Experiment 2A. Since the
dot-probe task used uniform black silhouettes, category-specific atten-
tional templates (at least partly) rely on differences in shape attributes.
Earlier work showed that category-specific attentional templates (for
cars and persons) consist of category-diagnostic object parts (e.g., the
wheel of a car or an arm of a person), and that these are rotationally
invariant (Reeder & Peelen, 2013). Similarly, here the difference in
behavioral responses to target dots following category-valid versus
category-invalid silhouettes implies that category-specific information
was maintained during search preparation. Accordingly, we conclude
that observers incorporate target object-specific attributes in the atten-
tional template, thus favoring target-like visual input during naturalis-
tic visual search.

The key finding of the present study is that participants incorporate
the expected size of a target object in their attentional template. Our
conclusion stems from the observation that the category-specific effect
on the target-dot report (discussed above) increased when silhouettes
were of the expected size (within an experimental session) compared
to the unexpected size. This is consistent with the idea that the atten-
tional template is a visual representation of the object category that is
scaled to the expected size of the target object (Gayet & Peelen, 2022).
Can this finding explain how observers search for objects at different
distances within a three-dimensional real-world environment? During
real-world search, the expected size of a target object does not vary on
a day-by-day basis, however, but rather depends on (a) the viewing
distance that observers extract from the search scene, which (b) varies
on a moment-to-moment basis. The data of Experiments 2A and 3
show that, indeed, when participants are cued (on a trial-by-trial
basis) to search at a particular location in a natural scene photograph,
an attentional template is generated with a size that corresponds to the
viewing distance at the current search location. Specifically, when
cued to search for a relatively distant target object, observers are better
at reporting the target-dot following a small silhouette of the target
object, but when cued to search for a relatively nearby target objects,
observers are better at reporting the target-dot following a large silhou-
ette of the target object. The present study provides the first behavioral
evidence that human observers take into account the predicted size of
search targets (as inferred from the viewing distance) when generating
attentional templates to search for objects in a naturalistic scene. This
finding could explain why observers sometimes fail to recognize
objects that are inappropriately sized given the surrounding scene con-
text (Eckstein et al., 2017). Based on the present study alone, it
remains unknown whether the size of the attentional template is
adjusted continuously, to match the specific viewing distance at the
current search location, or whether it is adjusted categorically, favor-
ing relatively larger objects over smaller objects during near search
(e.g., Becker et al., 2010, 2013; Bravo & Farid, 2009). Nonetheless,
the findings that attentional templates incorporate viewing distance
contribute to the literature on mechanisms of attentional selection in
naturalistic visual search (Eimer, 2014; Peelen & Kastner, 2014).

Embedding the present findings in the broader literature on atten-
tional selection in visual search, we can ask how observers go about
finding their keys on a cluttered desk or searching for their friend at a

Figure 7
Experimental Design and Results for the Dot-Probe Task (Catch Trials) of Experiment 3
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Note. (a) The procedure and experimental design of Experiment 3 are identical to that of Experiment 2A, but
now the target was a triangle, and participants reported whether it was pointing upward or downward. Note that
the intermixed search task trials still required left/right responses. (b) Mean proportion correct for the size-
consistent (valid) versus size-inconsistent (invalid) locations. Error bars represent the 95% CI of the paired dif-
ference between conditions. CI= confidence interval. See the online article for the color version of this figure.
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crowded festival. The answers to this question distinguish between
two types of search strategies: environmental cues that guide atten-
tion, and feature-based guidance (Wolfe & Horowitz, 2017). A
large body of work has shown how—during naturalistic search—
participants quickly direct their gaze toward locations that are likely
to contain the target object, such as shoes on the floor, a phone on the
desk, or a toothbrush near the bathroom sink (e.g., Boettcher et al.,
2018; Droll & Eckstein, 2008; Neider & Zelinsky, 2006), even when
set sizes are very large (Wolfe, Alvarez, et al., 2011). In parallel,
other studies have shown that feature-based attention benefits natu-
ralistic visual search (Bahle & Hollingworth, 2019; Bahle et al.,
2018; Hollingworth & Bahle, 2020), by drawing attention to target-
specific features such as color or shape across the visual field
(Maunsell & Treue, 2006; Nuthmann & Malcolm, 2016; Thorat &
Peelen, 2022). Such spatially global effects of attention have also
been observed for category-level (car, person) search in natural
scenes (Peelen et al., 2009). The present study shows one way in
which these two mechanisms (i.e., scene guidance and feature-based
guidance) interact: when observers are searching for their phone,
they use a template comprising phone-specific visual features
(small, black, rectangular), some of which are adjusted according
to environmental cues (in this case, the size is adjusted based on
the viewing distance extracted from the scene).
We considered twoways in which size information in the attentional

template could have affected behavior in the dot-probe task. Either par-
ticipants mistakenly responded to the silhouettes instead of responding
to the target-dot (erroneously recognizing size-valid silhouettes as tar-
get objects, more often than size-invalid silhouettes). Alternatively,
size-valid silhouettes attracted attention, thereby enhancing visual
detection of the target-dot at the attended location. Experiment 3 was
designed to discriminate between these possibilities, by replacing the
target-dot detection taskwith a target-triangle (up-down) discrimination
task. Here, we capitalized on the fact that performance on a variety of
visual tasks should be better at the attended location compared to the
unattended location (Carrasco et al., 2000). The data showed that par-
ticipants were more accurate in reporting the orientation of the target-
triangle when it followed a size-valid silhouette (e.g., a small silhouette
of the target object during a distant search) compared to when it fol-
lowed a size-invalid silhouette (e.g., small silhouette of the target object
during nearby search). Under these circumstances, mistakenly respond-
ing to the silhouette (as if it were the search target) would not affect the
accuracyof reporting the orientation of the triangle. Instead, if size-valid
silhouettes attracted spatial attention (due to their match with the atten-
tional template), participants should be better at discriminating the ori-
entation of the briefly presented triangle-target. Considering that the
magnitude of the size-validity effect was virtually identical between
Experiment 2A (target-dot) and Experiment 3 (target-triangle), it can
be argued that size information (extracted from viewing distance)
mainly impacts visual search performance byattracting attention toward
target objects of the predicted retinal image size.
The present results show how the attentional template can incorpo-

rate multiple aspects of the search target; in this case, its category-
specific shape and its context-dependent size. Importantly, these
two aspects of the attentional template are codependent: object-
selectivity is more pronounced for objects of the expected target
size (Experiment 1) and size-selectivity is more pronounced for
objects of the expected target shape (Experiment 2). This argues
against the existence of two independent attentional templates (a
size-specific template and a shape-specific template) and demonstrates

that a single attentional template incorporates both category-specific
shape information and context-dependent size information (see also
Gayet & Peelen, 2022). The contributions of these two aspects to
visual search performance seem asymmetrical, however. The findings
of Experiment 1 show that category-selectivity is observed not only
for size-consistent silhouettes, but also for size-inconsistent silhou-
ettes. Thus, when searching for a car at a particular distance, car-like
visual input is favored over noncar-like visual input, evenwhen it does
not match the predicted object size. The findings of Experiment 2, on
the other hand, show that size-selectivity is observed only for target
object silhouettes, and not for rectangular silhouettes that only pre-
served the height and width of the target objects. Can we then con-
clude that, when searching for a car, visual input of the predicted
object size is only favored over differently sized visual input when
it contains car-like visual shape properties? This might be too simplis-
tic. Here, the (rectangle) silhouettes were very crisp and clearly lacked
the shape attributes of a car. During real-world vision, the exact shape
(or color, etc.) of a visual object might bemore uncertain, for instance,
because it is out of focus, occluded, or viewed peripherally. When the
shape (or other property) of an object is uncertain, this can be
accounted for by widening the tuning of attentional templates accord-
ingly (Bravo & Farid, 2012; Hout & Goldinger, 2015; Lleras et al.,
2022; Witkowski & Geng, 2022). From this perspective, we might
expect that visual input of the predicted object size is favored as
long as its shape (or some other property) does not provide sufficient
evidence against it being the search target.

Nonetheless, within our experimental paradigm, shape information
guided attention irrespective of whether the silhouette size was consis-
tent with the search distance, whereas size information only guided
attention when the shape of the silhouettes was consistent with the
search target. We consider four possible (nonexclusive) explanations
for this asymmetry. First, it could be that shape information generally
dominates size information in visual search, akin to how color informa-
tion tends to dominate over other stimulus attributes (e.g., Williams,
1966; Wolfe & Horowitz, 2004). Arguably, visual shape properties
are more diagnostic of a target object, and less variable over time, com-
pared to size information. Second, the dominance of one attribute over
another could depend on the specific task; here, participants were
instructed to report the location of a person or car (as defined by its
visual shape properties), theywere not instructed to search for an object
of a particular size. Reversing the instructionsmight reverse the relative
dominance of the two features in driving visual search. Third, the rel-
ative dominance of shape over size (and orientation; Reeder & Peelen,
2013) might be specific to highly familiar object categories, for which
detection is particularly efficient (F. F. Li et al., 2002; Stein & Peelen,
2017; Thorpe et al., 1996; Treisman, 2006). When searching for less
familiar objects, observers might rely more heavily on context-
dependent attributes (such as inferred retinal size), because they fail
to extract the most distinctive category-specific visual features.
Fourth, the relative dominance of the shape and size properties
might depend on the diagnosticity of shape-information and
size-information for distinguishing between the two types of target
objects (cars and persons), and between the target objects and their sur-
roundings (size might be more relevant when distractor objects have
similar shapes as the target; e.g., searching for a soccer ball among bas-
ket balls and tennis balls). The idea that the contents of the template are
context-dependent is very common in the literature about attentional
templates (Geng & Witkowski, 2019; Navalpakkam & Itti, 2007). It
is known that templates are influenced by prior knowledge about,
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for example, the scene layout (C. L. Li et al., 2018), distractor identity
(Howard et al., 2011; Lerebourg et al., 2023), and object cooccurrence
(Mack & Eckstein, 2011): different tasks and set-ups result in different
templates. Taken together, it is likely that the exact way in which dif-
ferent (object-specific or context-dependent) features are combined in
the attentional template depends on both task and stimulus context (for
a recent discussion, see Yu et al., 2023).
The current results imply that attentional templates incorporate the

expected retinal (or proximal) size of target objects, not their per-
ceived (or distal) size. This provides support to behavioral studies
showing that, in naturalistic visual search, an object’s predicted prox-
imal size (Eckstein et al., 2017; Sherman et al., 2011) or proximal
shape (Aldegheri et al., 2023; Morales et al., 2020) contributes to
attentional guidance and object recognition. Using proximal rather
than distal features of target objects to guide visual search makes
sense, when considering feed-forward accounts of visual perception;
from a feed-forward perspective, retinal size is extracted faster than
perceived (or veridical) size. Thus, biasing visual input based on prox-
imal features would allow for earlier selection of target-like visual
input than selection based on distal features. On the other hand,
scene context modulates representations of object size even in the pri-
mary visual cortex (Fang et al., 2008; Murray et al., 2006; Sperandio
& Chouinard, 2015; Sperandio et al., 2012), although this may reflect
delayed feedback processes (Schmidt & Haberkamp, 2016; Zeng et
al., 2020). Moreover, the visual system as a whole seems to preferen-
tially represent the perceived size of objects rather than their retinal
size (Amit et al., 2012; Cate et al., 2011; Chouinard & Ivanowich,
2014; Fang et al., 2008; Gabay et al., 2016; Konkle & Oliva, 2011,
2012; Liu et al., 2009; Murray et al., 2006; Pooresmaeili et al.,
2013; Schwarzkopf et al., 2011; Sperandio et al., 2012; Sterzer &
Rees, 2006). As such, using distal stimulus features to guide visual
search would also allow for relatively early and effective visual selec-
tion. In line with this, we previously showed that memory templates
favor perceptually size-matching objects over perceptually size-
mismatching objects, even when both objects have the exact same ret-
inal size (Gayet & Peelen, 2019). Considering human observers’ pro-
ficiency in naturalistic visual search, it is very well possible that search
preparation simultaneously capitalizes on proximal (retinal image-
based) as well as distal (perceived) features, thus favoring target-like
visual input over irrelevant visual input at multiple steps of the visual
processing hierarchy.

Conclusion

During real-world visual search, any given object that we are
searching for can produce a wide variety of visual input, depending
on where it is located in the world. The eventual appearance of the
object therefore remains unknown during the search, complicating
template-based visual search. Conversely, however, the specific
location in the scene at which we currently search for an object
strongly constrains the appearance of the object. Notably, when
the real-world size of the object is known, the viewing distance
directly informs the observer of the retinal image size that the object
produces. Here, we show that observers predict the appearance of the
target object from the current search location in the scene.
Specifically, participants formed predictions about the retinal size
of the object, given the (cued) viewing distance. This size informa-
tion is then incorporated in the attentional template, so that target-
like visual input is favored—in particular—when its retinal size is

consistent with the viewing distance. Put simply: we provide direct
behavioral evidence that the attentional template is scaled to account
for viewing distance (in line with recent neuroimaging evidence,
Gayet & Peelen, 2022). Finally, we show that visual input that
matches this category-selective and size-specific attentional template
attracts attention. Together, these findings demonstrate how prepara-
tory attentional templates operate during naturalistic visual search.

Inclusion and Diversity Statement

We worked to ensure gender balance in the recruitment of human
subjects. We worked to ensure that the study questionnaires were
prepared in an inclusive way. While citing references scientifically
relevant to this work, we also actively worked to promote gender bal-
ance in our reference list.

Constraints on Generality Statements

Our participant sample was recruited among the student popula-
tion of the University of Trento (Italy), and Radboud University
(The Netherlands), and therefore consists of highly educated, pre-
dominantly Caucasian, subjects with a predominantlyWestern back-
ground. Also, females are overrepresented in the sample. Based on
this, we advocate caution in generalizing our findings to other pop-
ulations. At the same time, the present study investigates fundamen-
tal properties of visual search that are commonly studied across
species, including human primates, nonhuman primates, and even
nonprimate mammals. Therefore, we do not expect the general prin-
ciples studied here to vastly differ between primate species, let alone
between human gender, ethnic, or cultural groups.
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